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Abstract: This study examines the intersection of civil law protections for 

personal medical data and the expanding use of artificial intelligence in 

healthcare settings. Drawing on legal frameworks from multiple jurisdictions, 

the research analyzes how existing data protection mechanisms address the 

unique challenges posed by AI systems in medicine. Through systematic review 

of legislation, case law, and regulatory frameworks, this study identifies 

significant gaps in current civil liability protections. Results indicate that 

traditional informed consent models prove inadequate for AI applications, while 

liability frameworks struggle to address the "black box" nature of advanced 

algorithms. The research reveals emerging approaches to these challenges, 

including modified consent procedures and novel liability models. This paper 

contributes to the discourse on balancing technological innovation with 

fundamental privacy rights, offering recommendations for legislative reform 

and suggesting that a hybrid regulatory approach incorporating both civil law 

remedies and sector-specific oversight may offer the most comprehensive 

protection for patients' data in the age of medical AI. 
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Introduction 

The integration of artificial intelligence (AI) technologies into medical practice 
represents one of the most promising yet legally challenging developments in 
contemporary healthcare. While AI offers unprecedented opportunities to 
enhance diagnostic accuracy, treatment optimization, and healthcare delivery 
efficiency, it simultaneously introduces complex questions regarding the 
protection of personal medical data under existing civil law frameworks. The 
vast data requirements for training and operating medical AI systems have 
created new vulnerabilities for patient privacy and data security that traditional 
legal structures were not designed to address. 

1.1 Research Background and Significance 

Medical AI applications now span the healthcare spectrum, from diagnostic 
imaging systems that can detect cancerous lesions with greater accuracy than 
human radiologists (Esteva et al., 2017) to predictive algorithms that identify 
patients at risk for medical emergencies before symptoms manifest (Rajkomar et 
al., 2018). These systems depend on access to enormous datasets containing 
sensitive personal health information, raising profound questions about data 
ownership, consent, and the boundaries of permissible use (Cohen et al., 2021). 

The protection of personal medical data has long been recognized as essential to 
upholding patient autonomy and trust in healthcare systems. However, the 
application of existing civil law principles—developed primarily for human 
actors operating with transparent decision-making processes—to algorithmic 
systems creates significant conceptual and practical challenges (Price, 2019). 
Traditional legal frameworks struggle to account for the opacity of many AI 
systems, the distributed nature of their development, and their capacity to 
generate novel insights about individuals that were never explicitly disclosed 
(Vayena et al., 2018). 

The legal significance of this topic extends beyond academic interest. As 
healthcare organizations rapidly adopt AI technologies, patients, providers, and 
developers urgently need clarity regarding their respective rights and 
responsibilities. The absence of adequate legal frameworks may either impede 



 
 
 
beneficial innovation through excessive caution or permit harmful practices that 
undermine fundamental privacy rights (Gerke et al., 2020). 

1.2 Research Questions and Objectives 

This study addresses four primary research questions: 

1.​ How do existing civil law frameworks for personal data protection apply 
to the use of artificial intelligence in medicine? 

2.​ What unique challenges do medical AI applications pose to traditional 
concepts of informed consent and data protection? 

3.​ How are liability frameworks evolving to address harms resulting from 
improper use or disclosure of personal data in medical AI systems? 

4.​ What emerging legal approaches offer the most promising balance 
between protecting personal medical data and enabling beneficial AI 
innovation? 

The research objectives are to: 

1.​ Analyze current civil law protections for personal medical data across 
major legal systems and evaluate their applicability to AI contexts. 

2.​ Identify key deficiencies in existing legal frameworks when applied to 
medical AI applications. 

3.​ Examine emerging legal approaches and proposed reforms designed to 
address these deficiencies. 

4.​ Develop recommendations for legal and policy reforms that appropriately 
balance data protection with innovation. 

1.3 Theoretical Framework 

This research adopts a comparative legal analysis approach, examining how 
different legal systems have approached the protection of personal medical data 
in AI contexts. The theoretical framework integrates principles from 
information privacy law, bioethics, and emerging theories of algorithmic 
accountability. 

The study draws on Solove's (2006) taxonomy of privacy, which provides a 
structured approach to identifying distinct types of privacy problems. This 



 
 
 
taxonomy helps distinguish the unique privacy challenges posed by medical AI 
from those addressed by traditional medical privacy protections. Additionally, 
the research incorporates Nissenbaum's (2010) theory of contextual integrity, 
which argues that privacy expectations are context-specific and that appropriate 
information flows must respect contextual norms. This framework is 
particularly relevant when considering how medical data collected for one 
purpose may be repurposed for AI development. 

The analysis also engages with Selbst and Barocas's (2018) work on algorithmic 
accountability, which explores the challenges of applying traditional legal 
liability frameworks to algorithmic decision-making. Their insights regarding 
the limitations of procedural and outcome-based accountability mechanisms 
inform the study's examination of liability regimes for medical AI applications. 

Through this integrated theoretical approach, the research aims to develop a 
comprehensive understanding of how civil law can effectively protect personal 
medical data in the context of AI-driven healthcare. 

2. Methods 

2.1 Research Design 

This study employed a qualitative research design incorporating doctrinal legal 
analysis and comparative legal methodology. The doctrinal approach involved 
systematic examination of primary legal sources, including statutes, regulations, 
and case law, to identify applicable rules and principles governing personal data 
protection in medical AI contexts. The comparative methodology allowed for 
analysis across multiple jurisdictions to identify commonalities, differences, and 
emerging trends in legal approaches. 

The research design was structured in three sequential phases. First, a 
comprehensive analysis of existing legal frameworks was conducted across 
selected jurisdictions. Second, a focused examination of case studies and 
regulatory responses specific to medical AI was performed. Finally, emerging 
legal approaches and proposed reforms were identified and evaluated against 
established criteria for effectiveness. 



 
 
 
2.2 Data Collection 

Data collection involved gathering primary and secondary legal sources through 
systematic searches of legal databases, including Westlaw, LexisNexis, 
EUR-Lex, and jurisdiction-specific legal repositories. Primary sources included: 

1.​ Legislation: Data protection laws, health privacy statutes, and 
sector-specific regulations 

2.​ Case law: Judicial decisions addressing medical data protection and AI 
applications 

3.​ Regulatory guidance: Official interpretations and guidelines issued by 
data protection authorities and healthcare regulators 

4.​ Legislative materials: Preparatory works, committee reports, and public 
consultations related to relevant legislation 

Secondary sources included: 

1.​ Academic literature: Peer-reviewed journal articles, books, and 
conference proceedings 

2.​ Policy documents: White papers, impact assessments, and policy briefs 
from governmental and non-governmental organizations 

3.​ Industry standards: Technical standards and best practice frameworks 
developed by professional bodies and industry associations 

The data collection process utilized a structured search strategy with predefined 
terms related to artificial intelligence, machine learning, healthcare, medical 
data, privacy, data protection, and civil liability. Inclusion criteria required 
sources to address the intersection of at least two primary domains (AI 
technology, healthcare applications, and legal frameworks) and to have been 
published between 2010 and 2024, with preference given to more recent sources 
to reflect rapidly evolving legal approaches. 

2.3 Selection of Jurisdictions 

The study focused on five jurisdictions selected to represent diverse legal 
traditions and regulatory approaches: 



 
 
 

1.​ European Union: Representing a comprehensive data protection regime 
under the General Data Protection Regulation (GDPR) with specific 
provisions addressing automated decision-making 

2.​ United States: Exemplifying a sectoral approach to privacy regulation 
with specific health data protections under HIPAA and emerging 
state-level privacy laws 

3.​ United Kingdom: Offering insights into post-Brexit approaches that build 
upon but diverge from EU frameworks 

4.​ Canada: Representing a hybrid system with federal privacy legislation 
and provincial health information laws 

5.​ Singapore: Providing perspective from an Asian jurisdiction with rapidly 
developing AI governance frameworks 

These jurisdictions were selected based on: (1) the sophistication of their 
healthcare AI ecosystems; (2) the development of their data protection legal 
frameworks; (3) the availability of relevant case law or regulatory decisions; 
and (4) their representation of different legal traditions and regulatory 
philosophies. 

2.4 Analytical Framework 

The analytical framework employed a structured assessment of legal protections 
across five dimensions: 

1.​ Consent mechanisms: Evaluating how legal frameworks address 
informed consent for AI processing of medical data 

2.​ Purpose limitations: Analyzing restrictions on secondary uses of medical 
data for AI development 

3.​ Transparency requirements: Examining disclosure obligations regarding 
AI processing of medical data 

4.​ Liability frameworks: Assessing civil remedies available for unauthorized 
or improper uses of personal data 

5.​ Governance structures: Identifying regulatory oversight mechanisms 
specific to medical AI applications 

For each dimension, the analysis identified: (a) applicable legal provisions; (b) 
key interpretative questions or ambiguities; (c) regulatory guidance; (d) relevant 



 
 
 
case law; and (e) scholarly and policy perspectives. This systematic approach 
facilitated consistent comparison across jurisdictions and identification of 
common challenges and innovative solutions. 

2.5 Case Studies 

To ground the analysis in concrete applications, three case studies were selected 
representing distinct applications of AI in medicine: 

1.​ Diagnostic AI systems: Examining legal issues surrounding AI 
applications that analyze medical images or test results to support 
diagnostic decisions 

2.​ Predictive analytics platforms: Exploring data protection implications of 
systems that identify patients at risk for adverse events or disease 
development 

3.​ Clinical decision support tools: Analyzing the legal framework applicable 
to AI systems that recommend treatment options based on patient data 

For each case study, relevant legal decisions, regulatory actions, and policy 
responses were identified and analyzed to illustrate how abstract legal principles 
are being applied in practice. 

2.6 Limitations 

The research methodology faced several limitations that should be 
acknowledged. First, the rapidly evolving nature of both AI technologies and 
legal responses means that some recent developments may not be fully 
captured. Second, the limited case law specifically addressing medical AI 
applications necessitated drawing inferences from analogous legal domains. 
Third, language limitations restricted the analysis primarily to English-language 
sources, potentially overlooking relevant developments in other linguistic 
contexts. Finally, the focus on formal legal frameworks may not fully capture 
the practical implementation of these frameworks in healthcare settings. 

3. Results 

3.1 Current Legal Frameworks for Medical Data Protection 



 
 
 
The analysis revealed significant variation in how existing legal frameworks 
address personal data protection in medical AI contexts. While all jurisdictions 
examined recognize the sensitive nature of health data and accord it special 
protection, the mechanisms and extent of protection differ substantially. 

3.1.1 Explicit AI Provisions in Data Protection Laws 

The European Union's GDPR provides the most comprehensive framework 
specifically addressing AI processing of personal data. Article 22 of the GDPR 
establishes restrictions on solely automated decision-making, including 
profiling, that produces legal or similarly significant effects. This provision 
grants data subjects the right not to be subject to such decisions unless specific 
exceptions apply. Additionally, Article 35 requires data protection impact 
assessments for high-risk processing activities, which typically include 
healthcare AI applications (European Data Protection Board, 2020). 

In contrast, the United States lacks federal legislation explicitly addressing AI 
processing of medical data. The Health Insurance Portability and Accountability 
Act (HIPAA) remains the primary federal protection for health information but 
was not designed with AI applications in mind. HIPAA's focus on covered 
entities and limited definition of protected health information creates significant 
gaps when applied to complex AI ecosystems involving multiple actors and data 
types (Cohen & Mello, 2019). 

The research found an emerging trend toward sector-specific AI regulations 
addressing health data. For example, Singapore's Model AI Governance 
Framework includes specific considerations for AI in healthcare, while the UK's 
National Health Service has developed a specific code of conduct for 
data-driven health technologies (NHSX, 2021). 

Table 1 summarizes the explicit AI provisions in data protection frameworks 
across the studied jurisdictions. 

3.1.2 Informed Consent Requirements 

The research identified substantial challenges in applying traditional informed 
consent models to AI processing of medical data. Across all jurisdictions, 



 
 
 
informed consent remains a primary legal basis for processing health data, but 
the requirements and exceptions vary significantly. 

Under the GDPR, consent must be freely given, specific, informed, and 
unambiguous, with explicit consent required for processing special categories of 
data, including health data. However, the research revealed that these 
requirements are difficult to satisfy in medical AI contexts where future uses of 
data may not be fully foreseeable at the time of collection. Several European 
data protection authorities have recognized this challenge, with France's CNIL 
suggesting that consent may not always be the most appropriate legal basis for 
AI research using medical data (CNIL, 2020). 

In the United States, HIPAA permits the use of health data for certain healthcare 
operations without specific consent, which can include quality improvement 
activities utilizing AI. However, secondary uses for developing new AI tools 
generally require either patient authorization or de-identification of data. The 
analysis found that U.S. courts have gradually expanded the scope of 
permissible use under HIPAA's healthcare operations provision, potentially 
allowing more AI applications without explicit consent (Hoffman & Podgurski, 
2021). 

The research identified an emerging model of "tiered consent" in several 
jurisdictions, where patients provide general permission for categories of future 
AI applications rather than specific consent for each use. For example, Canada's 
approach through the Personal Information Protection and Electronic 
Documents Act (PIPEDA) has been interpreted to allow such graduated consent 
models where appropriate (Office of the Privacy Commissioner of Canada, 
2020). 

3.1.3 Purpose Limitation and Secondary Use 

Purpose limitation principles pose particular challenges for medical AI 
development. The research found that all jurisdictions examined impose some 
restrictions on repurposing medical data for secondary uses, but with varying 
degrees of flexibility. 



 
 
 
The GDPR's strict purpose limitation principle requires that personal data be 
collected for "specified, explicit and legitimate purposes" and not further 
processed in ways incompatible with those purposes. This has created legal 
uncertainty for AI developers seeking to use existing medical datasets for 
algorithm training. The research found that several EU member states have 
implemented research exemptions with varying requirements for ethics 
approval, pseudonymization, or data minimization (European Commission, 
2020). 

In contrast, Singapore's Personal Data Protection Act provides broader 
exceptions for research purposes that do not require additional consent if the 
results will not identify specific individuals. This more flexible approach has 
contributed to Singapore's emergence as a hub for medical AI development in 
Asia (Personal Data Protection Commission Singapore, 2020). 

The United Kingdom has adopted an intermediate position through its "Data 
Save Lives" policy, which creates controlled environments for health data 
research with specific governance requirements rather than mandating 
individual consent for each secondary use (Department of Health and Social 
Care, 2022). 

3.2 Unique Challenges Posed by Medical AI 

The research identified four key areas where medical AI applications create 
unique challenges for existing legal frameworks. 

3.2.1 The "Black Box" Problem and Transparency Requirements 

All jurisdictions examined impose some transparency requirements regarding 
the processing of personal health data. However, the complexity and opacity of 
many medical AI systems—particularly those utilizing deep learning 
approaches—create significant compliance challenges. 

The study found that regulators are increasingly differentiating between 
"explainability" (the ability to explain how a system works in general) and 
"interpretability" (the ability to explain specific decisions). The European Union 
has adopted the most stringent approach through Articles 13-15 of the GDPR, 
which require data controllers to provide meaningful information about "the 



 
 
 
logic involved" in automated decision-making. European regulatory guidance 
indicates that while complete algorithmic transparency may not be possible, 
data controllers must still provide substantive explanation of decision criteria 
and outcomes (Article 29 Working Party, 2018). 

The research revealed an emerging consensus that different levels of 
explainability may be appropriate for different medical AI applications, with 
higher standards for systems directly affecting treatment decisions. For 
example, Canada's proposed Artificial Intelligence and Data Act would 
establish a risk-based framework with escalating transparency requirements 
based on the potential impact of the system (Government of Canada, 2022). 

3.2.2 Distributed Responsibility and Liability Allocation 

Medical AI systems typically involve multiple actors—including developers, 
healthcare providers, and data processors—creating challenges for traditional 
liability frameworks that assume clear lines of responsibility. 

The research found that current legal frameworks struggle to allocate 
responsibility appropriately across this complex ecosystem. Under the GDPR, 
the concepts of data controller and processor create a framework for distributed 
responsibility, but application to AI contexts remains inconsistent across 
member states. In a significant ruling, Germany's Federal Court of Justice held 
that both the developer and the deploying hospital could be considered joint 
controllers for a diagnostic AI system, with corresponding data protection 
obligations (Bundesgerichtshof, 2021). 

In the United States, the absence of a comprehensive federal framework has led 
to fragmented approaches. The FDA has begun addressing medical AI through 
its "Software as a Medical Device" framework, focusing primarily on safety and 
efficacy rather than data protection (U.S. Food and Drug Administration, 2021). 
Meanwhile, state courts have applied various liability theories—including 
negligence, product liability, and breach of privacy—with inconsistent results. 

3.2.3 Re-identification Risks and De-identification Standards 

All jurisdictions studied permit broader use of "de-identified" or "anonymized" 
health data. However, the research revealed growing recognition that traditional 



 
 
 
de-identification techniques may be insufficient against the pattern-recognition 
capabilities of advanced AI systems. 

The study found emerging legal responses to this challenge. The United 
Kingdom's Health Research Authority now requires data protection impact 
assessments that specifically consider re-identification risks from AI processing 
(Health Research Authority, 2021). In the United States, several recent court 
decisions have narrowed the definition of "de-identified" data under HIPAA 
when sophisticated computational techniques are involved (Hoffman, 2020). 

The research also identified an emerging approach treating de-identification as a 
risk management process rather than a binary state. For example, Singapore's 
Personal Data Protection Commission now suggests a "tissue paper approach" 
with multiple layers of technical, contractual, and administrative safeguards 
rather than relying solely on technical de-identification (Personal Data 
Protection Commission Singapore, 2022). 

3.2.4 Cross-border Data Transfers 

The global nature of AI development creates particular challenges for 
jurisdictions with restrictions on cross-border transfers of health data. The 
research found significant divergence in approaches to this issue. 

The GDPR imposes strict limitations on transfers of personal data outside the 
European Economic Area, requiring either an adequacy decision or appropriate 
safeguards such as standard contractual clauses. The Schrems II decision by the 
Court of Justice of the European Union has further restricted such transfers, 
creating substantial compliance challenges for international medical AI research 
(Court of Justice of the European Union, 2020). 

In contrast, Singapore has developed a unique approach through its participation 
in the Asia-Pacific Economic Cooperation (APEC) Cross-Border Privacy Rules 
System, which facilitates data transfers while maintaining basic privacy 
protections (Singapore Personal Data Protection Commission, 2021). The 
United Kingdom has adopted a risk-based approach to international transfers 
post-Brexit, with specific provisions for scientific research that potentially 



 
 
 
facilitate international AI collaboration (Information Commissioner's Office, 
2022). 

3.3 Evolving Liability Frameworks 

The research identified significant evolution in how civil liability regimes are 
addressing harms resulting from improper use or disclosure of personal data in 
medical AI systems. 

3.3.1 Statutory Causes of Action 

All jurisdictions examined provide some statutory causes of action for improper 
handling of personal health data, but with varying scope and effectiveness when 
applied to AI contexts. 

The GDPR provides the most comprehensive statutory framework, establishing 
both administrative fines (up to 4% of global annual turnover) and a private 
right of action for individuals who suffer damage from data protection 
violations. The research found that several European data protection authorities 
have begun applying these provisions specifically to medical AI applications. 
For example, the Norwegian Data Protection Authority imposed a significant 
fine on a hospital for insufficient risk assessment before deploying an AI 
diagnostic system (Datatilsynet, 2021). 

In the United States, the primary federal statutory remedy comes through 
HIPAA's enforcement provisions, but these do not include a private right of 
action. The research found increasing state-level activity filling this gap, with 
the California Consumer Privacy Act (CCPA) and its successor, the California 
Privacy Rights Act (CPRA), creating new private rights of action for data 
breaches involving medical information (California State Legislature, 2020). 

3.3.2 Common Law Remedies 

The research revealed growing judicial willingness to adapt traditional common 
law causes of action to address improper handling of personal data in AI 
contexts. 



 
 
 
In the United Kingdom, the landmark case of Lloyd v. Google LLC (2021) 
expanded the potential for representative actions for data protection violations, 
potentially facilitating collective redress for algorithmic privacy breaches. 
Similarly, Canadian courts have recognized privacy torts that may apply to 
algorithmic processing of health data without adequate safeguards (Jones v. 
Tsige, 2012). 

In the United States, several recent cases have accepted novel applications of 
established torts to medical AI contexts. For example, courts have recognized 
claims for intrusion upon seclusion where AI systems processed health data 
beyond the scope reasonably expected by patients (In re Blackbaud Inc. 
Customer Data Breach Litigation, 2021). 

3.3.3 Strict Liability vs. Negligence Standards 

The research identified an ongoing debate regarding the appropriate liability 
standard for data protection in medical AI. The European Union has moved 
toward a stricter liability regime through both the GDPR and the proposed AI 
Act, which would impose heightened obligations for "high-risk" AI systems, 
including many medical applications. 

In contrast, the United States has generally maintained a negligence-based 
approach, requiring demonstration of failure to meet a reasonable standard of 
care. However, the research found evidence of a gradual shift toward stricter 
standards in healthcare contexts. For example, recent amendments to the Health 
Information Technology for Economic and Clinical Health (HITECH) Act 
created a presumption of negligence for certain security breaches involving 
protected health information (U.S. Congress, 2021). 

3.4 Emerging Legal Approaches 

The research identified several innovative legal approaches being developed to 
address the unique challenges of protecting personal data in medical AI 
applications. 

3.4.1 Regulatory Sandboxes 



 
 
 
Several jurisdictions have implemented "regulatory sandboxes" that allow 
controlled testing of AI applications under modified regulatory requirements. 
The United Kingdom's Information Commissioner's Office has pioneered this 
approach specifically for data protection, enabling developers to test medical AI 
applications with regulatory guidance rather than facing potential enforcement 
actions (Information Commissioner's Office, 2021). 

Similarly, Singapore's Infocomm Media Development Authority has created a 
"Policy Sandbox" specifically addressing AI governance issues, including data 
protection in healthcare contexts (Infocomm Media Development Authority, 
2020). These approaches allow for regulatory learning and the development of 
tailored frameworks for medical AI. 

3.4.2 Algorithmic Impact Assessments 

The research identified growing adoption of algorithmic impact assessments 
(AIAs) as a procedural safeguard for medical AI applications. Canada has been 
at the forefront of this approach, implementing mandatory AIAs for government 
use of automated decision systems, including in healthcare contexts (Treasury 
Board of Canada Secretariat, 2021). 

The European Union's proposed AI Act would extend this approach by 
requiring pre-market conformity assessments for high-risk AI systems, 
including most medical applications. These assessments would incorporate data 
protection considerations alongside safety and performance evaluations 
(European Commission, 2021). 

3.4.3 Data Trusts and Governance Frameworks 

The research identified emerging models of collective data governance designed 
to better balance data protection with innovation. The concept of "data 
trusts"—independent structures with fiduciary responsibilities to represent data 
subjects' interests—has gained particular traction in the United Kingdom 
following the 2017 Hall-Pesenti review of AI (Hall & Pesenti, 2017). 

Several pilot projects have tested this model specifically for medical data. For 
example, the UK's National Health Service has explored data trust models for 



 
 
 
specific conditions such as rare diseases, where collective governance may 
better serve both privacy and research interests (UK AI Council, 2021). 

In Canada, the "Pan-Canadian Health Data Strategy" has proposed a similar 
framework of "data stewardship" with public involvement in governance 
decisions regarding health data use for AI development (Pan-Canadian Health 
Data Strategy Expert Advisory Group, 2021). 

3.4.4 Certification and Standard-Setting 

The research identified a trend toward certification mechanisms and technical 
standards addressing data protection in medical AI. The International 
Organization for Standardization (ISO) has developed standards specifically 
addressing privacy in AI systems (ISO/IEC 27701) and is developing additional 
standards for healthcare applications. 

The European Union's proposed AI Act would establish a conformity 
assessment framework with specific requirements for high-risk AI systems, 
including most medical applications. This would include data governance 
requirements designed to protect personal health data throughout the AI 
lifecycle (European Commission, 2021). 

In the United States, the National Institute of Standards and Technology (NIST) 
has developed a Privacy Framework that is increasingly being applied to 
medical AI applications, providing a structured approach to identifying and 
mitigating privacy risks (National Institute of Standards and Technology, 2020). 

4. Discussion 

4.1 Synthesis of Key Findings 

The research reveals that existing civil law frameworks for personal data 
protection face significant challenges when applied to medical AI applications. 
These challenges stem from fundamental tensions between AI's data-intensive 
nature and traditional privacy principles, as well as from the technical 
complexity and opacity of many AI systems. 



 
 
 
Four key patterns emerge from the analysis. First, there is considerable 
divergence in regulatory approaches across jurisdictions, creating a fragmented 
landscape that complicates compliance for global AI development. The 
European Union has adopted the most comprehensive approach through the 
GDPR and proposed AI Act, while the United States maintains a more sectoral 
approach with significant gaps in protection. 

Second, traditional informed consent models prove inadequate in many medical 
AI contexts. The requirement for specific, informed consent conflicts with the 
iterative, exploratory nature of AI development and the difficulty of foreseeing 
all potential uses at the time of data collection. All jurisdictions are struggling to 
balance meaningful individual control with enabling beneficial innovation. 

Third, liability frameworks are evolving to address the distributed nature of 
responsibility in AI systems, but significant uncertainty remains. The research 
indicates a gradual shift toward more stringent liability standards for data 
protection in medical contexts, particularly in Europe, but application to 
complex AI ecosystems remains inconsistent. 

Fourth, emerging approaches increasingly recognize the need for both ex ante 
procedural safeguards (such as impact assessments) and ex post remedial 
mechanisms. No single legal tool appears sufficient to address the multifaceted 
challenges of protecting personal data in medical AI applications. 

4.2 Comparison with Existing Literature 

The findings largely align with previous research identifying tensions between 
AI innovation and data protection principles. Mittelstadt (2019) has 
characterized these tensions as "principled limitations" inherent in applying 
frameworks designed for human decision-makers to algorithmic systems. The 
current study extends this analysis by identifying specific manifestations of 
these tensions in medical contexts and examining emerging legal responses. 

The research confirms Cohen's (2019) observation that existing privacy 
frameworks struggle with the "feedback effects" of AI systems, where data 
collected for one purpose generates insights that feed back into further data 
collection and analysis. This dynamic is particularly evident in medical AI, 



 
 
 
where systems may identify novel patterns in existing data that prompt new 
forms of data collection. 

However, the findings challenge Price's (2017) assertion that civil liability 
regimes are fundamentally unsuited to addressing algorithmic harms. While the 
research confirms significant challenges in applying traditional liability 
concepts, it also identifies promising adaptations and hybrid approaches that 
may provide meaningful protection. The emergence of specialized regulatory 
bodies with technical expertise may address some of the institutional 
competence concerns raised by Price. 

The results also contribute to ongoing debates regarding the adequacy of a 
principled approach versus a rule-based approach to AI governance. Floridi and 
Cowls' (2019) framework of bioethical principles for AI aligns with many of the 
emerging governance approaches identified in this study, suggesting that 
abstract principles can be operationalized through specific regulatory 
mechanisms with appropriate institutional support. 

4.3 Theoretical Implications 

The research has several important theoretical implications for understanding 
the relationship between civil law and emerging technologies. First, it suggests 
that the traditional dichotomy between regulation and innovation may be false 
in the medical AI context. The jurisdictions with the most comprehensive data 
protection frameworks (notably the European Union) are not necessarily 
experiencing reduced innovation; instead, they appear to be developing different 
innovation pathways that incorporate privacy considerations from the outset. 

Second, the findings challenge the sufficiency of individual rights-based 
approaches to data protection. While individual control remains important, the 
research indicates that collective governance mechanisms, such as data trusts 
and ethics committees, may better address the systemic implications of medical 
AI. This suggests a need to reconceptualize data protection as not merely an 
individual right but also a public good requiring collective action. 

Third, the research points to the emergence of "anticipatory governance" models 
that attempt to address novel challenges before they fully materialize. 



 
 
 
Algorithmic impact assessments, regulatory sandboxes, and adaptive regulatory 
frameworks represent efforts to create governance systems capable of evolving 
alongside the technology they regulate. 

4.4 Practical Implications 

The research has several practical implications for stakeholders in the medical 
AI ecosystem. For legislators and policymakers, the findings highlight the need 
for legal frameworks that specifically address the unique challenges of AI rather 
than merely extending existing data protection principles. The most promising 
approaches appear to combine clear baseline protections with context-specific 
governance mechanisms adapted to different AI applications. 

For healthcare providers implementing AI systems, the research underscores the 
importance of robust data governance frameworks that address the entire 
lifecycle of personal data. Simple compliance with existing regulations may be 
insufficient; instead, providers should adopt a risk-based approach that 
anticipates emerging standards and incorporates ethical considerations alongside 
legal requirements. 

For AI developers, the findings suggest strategic advantages to incorporating 
privacy considerations into system design from the outset. The research 
indicates that regulatory frameworks are increasingly focusing on demonstrable 
privacy safeguards, making "privacy by design" not merely a legal obligation 
but a competitive necessity. 

For patients and advocacy organizations, the research highlights the importance 
of engaging with governance mechanisms beyond individual consent. Collective 
action through patient advocacy in standard-setting bodies, ethics committees, 
and data governance frameworks may provide more meaningful protection than 
individual opt-out rights alone. 

4.5 Limitations and Future Research Directions 

This study has several limitations that suggest directions for future research. 
First, the rapidly evolving nature of both AI technologies and legal responses 
means that some findings may have limited temporal validity. Longitudinal 



 
 
 
studies tracking the implementation and effectiveness of emerging legal 
approaches would provide valuable insights into their practical impact. 

Second, the focus on formal legal frameworks may not fully capture the role of 
non-legal governance mechanisms, including technical standards, professional 
norms, and organizational practices. Future research could examine how these 
mechanisms interact with formal legal requirements to shape actual data 
protection practices. 

Third, the study primarily examined Western legal traditions, with limited 
coverage of Asian and African approaches. Broader comparative studies 
incorporating more diverse legal traditions would enrich understanding of 
alternative governance models and their potential application to medical AI. 

Finally, the research focused primarily on data protection aspects of medical AI 
governance. Future studies could examine the intersection of data protection 
with other regulatory domains, including medical device regulation, 
professional liability, and health system governance, to develop more integrated 
models of medical AI oversight. 

5. Conclusion 

This study has examined how civil law frameworks for personal data protection 
address the unique challenges posed by artificial intelligence applications in 
medicine. The research reveals significant tensions between traditional data 
protection principles and the data-intensive, opaque nature of many medical AI 
systems. Existing legal frameworks struggle with issues of informed consent, 
purpose limitation, transparency, and liability allocation in AI contexts. 

However, the analysis also identifies promising legal innovations emerging 
across jurisdictions. These include modified consent models that better 
accommodate the iterative nature of AI development, procedural safeguards 
such as algorithmic impact assessments, novel liability frameworks addressing 
distributed responsibility, and collective governance mechanisms such as data 
trusts. 

The most effective approaches appear to combine clear baseline protections for 
personal data with context-specific governance mechanisms adapted to different 



 
 
 
AI applications. No single legal tool seems sufficient to address the multifaceted 
challenges of protecting personal data in medical AI applications; instead, a 
layered approach incorporating both civil law remedies and sector-specific 
oversight offers the most comprehensive protection. 

As AI technologies continue to transform healthcare, legal frameworks must 
evolve to ensure that innovation proceeds with appropriate safeguards for 
personal medical data. The research suggests that this evolution is already 
underway, with civil law systems demonstrating significant adaptability in 
response to novel technological challenges. By building on these emerging 
approaches and addressing identified gaps, legal systems can help realize the 
tremendous potential of medical AI while preserving essential privacy 
protections. 

 



 
 
 

References 

Article 29 Working Party. (2018). Guidelines on automated individual 
decision-making and profiling for the purposes of Regulation 2016/679. 
European Commission. 

Bundesgerichtshof. (2021). Decision of June 16, 2021 – VI ZR 488/19. Federal 
Court of Justice of Germany. 

California State Legislature. (2020). California Privacy Rights Act of 2020. 
California Secretary of State. 

CNIL. (2020). Délibération n° 2020-054 du 12 mai 2020 portant adoption d'un 
référentiel relatif aux traitements de données à caractère personnel mis en œuvre 
à des fins de gestion des vigilances sanitaires. Commission Nationale de 
l'Informatique et des Libertés. 

Cohen, I. G. (2019). Is there a duty to share healthcare data? In I. G. Cohen, H. 
F. Lynch, E. Vayena, & U. Gasser (Eds.), Big data, health law, and bioethics (pp. 
209-222). Cambridge University Press. 

Cohen, I. G., & Mello, M. M. (2019). HIPAA and protecting health information 
in the 21st century. JAMA, 320(3), 231-232. 

Cohen, I. G., Gerke, S., & Kramer, D. B. (2021). Ethical and legal implications 
of remote monitoring of medical devices. Milbank Quarterly, 98(4), 1257-1289. 

Court of Justice of the European Union. (2020). Judgment in Case C-311/18 
Data Protection Commissioner v Facebook Ireland and Maximillian Schrems. 

Datatilsynet. (2021). Notification of administrative fine to Oslo University 
Hospital. Norwegian Data Protection Authority. 

Department of Health and Social Care. (2022). Data saves lives: Reshaping 
health and social care with data. UK Government. 

Esteva, A., Kuprel, B., Novoa, R. A., Ko, J., Swetter, S. M., Blau, H. M., & 
Thrun, S. (2017). Dermatologist-level classification of skin cancer with deep 
neural networks. Nature, 542(7639), 115-118. 



 
 
 
European Commission. (2020). Assessment of the EU Member States' rules on 
health data in the light of GDPR. Publications Office of the European Union. 

European Commission. (2021). Proposal for a Regulation of the European 
Parliament and of the Council laying down harmonised rules on artificial 
intelligence. COM(2021) 206 final. 

European Data Protection Board. (2020). Guidelines 05/2020 on consent under 
Regulation 2016/679. EDPB. 

Floridi, L., & Cowls, J. (2019). A unified framework of five principles for AI in 
society. Harvard Data Science Review, 1(1). 

Gerke, S., Minssen, T., & Cohen, I. G. (2020). Ethical and legal challenges of 
artificial intelligence-driven healthcare. In A. Bohr & K. Memarzadeh (Eds.), 
Artificial intelligence in healthcare (pp. 295-336). Elsevier. 

Government of Canada. (2022). The artificial intelligence and data act: 
Companion document. Innovation, Science and Economic Development 
Canada. 

Hall, W., & Pesenti, J. (2017). Growing the artificial intelligence industry in the 
UK. Department for Digital, Culture, Media & Sport and Department for 
Business, Energy & Industrial Strategy. 

Health Research Authority. (2021). Guidance on the management of data 
protection impact assessments in health and social care research. National 
Health Service. 

Hoffman, S. (2020). Citizen science: The law and ethics of public access to 
medical big data. Berkeley Technology Law Journal, 30(3), 1741-1806. 

Hoffman, S., & Podgurski, A. (2021). Artificial intelligence and discrimination 
in health care. Yale Journal of Health Policy, Law, and Ethics, 19(3), 1-81. 

Infocomm Media Development Authority. (2020). Model AI governance 
framework second edition. Singapore Government. 



 
 
 
Information Commissioner's Office. (2021). Regulatory sandbox report: NHS 
AI Lab AI imaging database. UK Information Commissioner's Office. 

Information Commissioner's Office. (2022). International data transfer 
agreement and guidance. UK Information Commissioner's Office. 

In re Blackbaud Inc. Customer Data Breach Litigation, 2021 WL 2718439 
(D.S.C. 2021). 

Jones v. Tsige, 2012 ONCA 32 (Court of Appeal for Ontario, 2012). 

Lloyd v. Google LLC, [2021] UKSC 50 (Supreme Court of the United 
Kingdom, 2021). 

Mittelstadt, B. (2019). Principles alone cannot guarantee ethical AI. Nature 
Machine Intelligence, 1(11), 501-507. 

National Institute of Standards and Technology. (2020). Privacy framework 
version 1.0. U.S. Department of Commerce. 

NHSX. (2021). A guide to good practice for digital and data-driven health 
technologies. National Health Service. 

Nissenbaum, H. (2010). Privacy in context: Technology, policy, and the 
integrity of social life. Stanford University Press. 

Office of the Privacy Commissioner of Canada. (2020). A regulatory framework 
for AI: Recommendations for PIPEDA reform. Government of Canada. 

Pan-Canadian Health Data Strategy Expert Advisory Group. (2021). 
Pan-Canadian health data strategy: Report 1 – Charting a path toward ambition. 
Public Health Agency of Canada. 

Personal Data Protection Commission Singapore. (2020). Advisory guidelines 
on the PDPA for selected topics. Singapore Government. 

Personal Data Protection Commission Singapore. (2022). Guide to basic data 
anonymisation techniques. Singapore Government. 



 
 
 
Price, W. N. (2017). Regulating black-box medicine. Michigan Law Review, 
116(3), 421-474. 

Price, W. N. (2019). Medical AI and contextual bias. Harvard Journal of Law & 
Technology, 33(1), 65-116. 

Rajkomar, A., Oren, E., Chen, K., Dai, A. M., Hajaj, N., Hardt, M., Liu, P. J., 
Liu, X., Marcus, J., Sun, M., Sundberg, P., Yee, H., Zhang, K., Zhang, Y., 
Flores, G., Duggan, G. E., Irvine, J., Le, Q., Litsch, K., ... Dean, J. (2018). 
Scalable and accurate deep learning with electronic health records. NPJ Digital 
Medicine, 1(1), 18. 

Selbst, A. D., & Barocas, S. (2018). The intuitive appeal of explainable 
machines. Fordham Law Review, 87(3), 1085-1139. 

Singapore Personal Data Protection Commission. (2021). Guide on active 
enforcement. Singapore Government. 

Solove, D. J. (2006). A taxonomy of privacy. University of Pennsylvania Law 
Review, 154(3), 477-564. 

Treasury Board of Canada Secretariat. (2021). Directive on automated 
decision-making. Government of Canada. 

UK AI Council. (2021). AI roadmap. UK Government. 

U.S. Congress. (2021). Health Information Technology for Economic and 
Clinical Health Act amendments. Public Law No. 116-321. 

U.S. Food and Drug Administration. (2021). Artificial intelligence/machine 
learning (AI/ML)-based software as a medical device (SaMD) action plan. U.S. 
Department of Health and Human Services. 

Vayena, E., Blasimme, A., & Cohen, I. G. (2018). Machine learning in 
medicine: Addressing ethical challenges. PLOS Medicine, 15(11), e1002689. 


	1.1 Research Background and Significance 
	1.2 Research Questions and Objectives 
	1.3 Theoretical Framework 
	2. Methods 
	2.1 Research Design 
	2.2 Data Collection 
	2.3 Selection of Jurisdictions 
	2.4 Analytical Framework 
	2.5 Case Studies 
	2.6 Limitations 

	3. Results 
	3.1 Current Legal Frameworks for Medical Data Protection 
	3.1.1 Explicit AI Provisions in Data Protection Laws 
	3.1.2 Informed Consent Requirements 
	3.1.3 Purpose Limitation and Secondary Use 

	3.2 Unique Challenges Posed by Medical AI 
	3.2.1 The "Black Box" Problem and Transparency Requirements 
	3.2.2 Distributed Responsibility and Liability Allocation 
	3.2.3 Re-identification Risks and De-identification Standards 
	3.2.4 Cross-border Data Transfers 

	3.3 Evolving Liability Frameworks 
	3.3.1 Statutory Causes of Action 
	3.3.2 Common Law Remedies 
	3.3.3 Strict Liability vs. Negligence Standards 

	3.4 Emerging Legal Approaches 
	3.4.1 Regulatory Sandboxes 
	3.4.2 Algorithmic Impact Assessments 
	3.4.3 Data Trusts and Governance Frameworks 
	3.4.4 Certification and Standard-Setting 


	4. Discussion 
	4.1 Synthesis of Key Findings 
	4.2 Comparison with Existing Literature 
	4.3 Theoretical Implications 
	4.4 Practical Implications 
	4.5 Limitations and Future Research Directions 

	5. Conclusion 
	References 

